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Motivation

This poster presents a stain deconvolutional layer
affixed at the front of a CNN. It transforms
training on RGB intensities to training on stain
absorption quantities.

Train a CNN for microscopic image classification
on pixel stain quantities instead of pixel RGB
intensities.

Key Idea

Staining chemicals combine linearly in the optical
density (OD) colorspace according to the Beer
Lambert’s law [1].
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The Imaging model (1)

The optical density (OD) colorspace (2)

In Matrix Notation (3)

Experiments

1. AlexNet and T-CNN with SD-Layer prefixed (SVD initialized)

Table 1 : 5-fold cross validated performance of SD-Layer

2. Performance of frozen v/s trainable stain vector S.

Fig 3: Test accuracy v/s epochs, evaluated on a single fold

• Trainable S outperforms frozen S by a large margin

3. Effect of Initialization of S on performance

Fig 4: Test accuracy v/s epochs, for difference initializations.

• SVD based initialization [2] works best
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Model Architectures Accuracy 
(%)

F-Score 
(%)

AlexNet 87.9 88.12

T-CNN [3] 92.48 92.7

AlexNet + SD-Layer 88.5 88.32

T-CNN + SD-Layer 93.2 93.08
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Fig 5: The left column is an example image of a
lymphoblast. (a) is the original image, (b)-(d) are
stain deconvolved images using stain vector
obtained through SVD, (e)-(g) are the stain
deconvolved images using stain vector after training
T-CNN + SD-Layer for 300 epochs. The right column
are corresponding images for an example
lymphocyte.

Visualization

Fig 2: Illustration of SD-Layer. ∅𝑖s are learnable filters of dimension 1 × 1 × 3
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Key Insight

Matrix multiplication can be viewed equivalently
as a convolution between rows and columns of
the multiplying matrices.

Fig 1 : Matrix multiplication as convolution.
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